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Abstract—The increasing use of smartphones to access social
media platforms opens a new wave of applications that explore
sentiment analysis in the mobile environment. However, there
are various existing sentiment analysis methods and it is unclear
which of them are deployable in the mobile environment. This
paper provides the first of a kind study in which we compare the
performance of 17 sentence-level sentiment analysis methods in
the mobile environment. To do that, we adapted these sentence-
level methods to run on Android OS and then we measure their
performance in terms of memory usage, CPU usage, and battery
consumption. Our findings unveil sentence-level methods that
require almost no adaptations and run relatively fast as well
as methods that could not be deployed due to excessive use of
memory. We hope our effort provides a guide to developers and
researchers interested in exploring sentiment analysis as part of a
mobile application and can help new applications to be executed
without the dependency of a server-side API.

I. INTRODUCTION

A large amount of information shared on mobile devices has
opened space for a new wave of mobile applications. There
is a large potential for sentiment analysis methods for mobile
environments and most of the effort has been concentrated on
the development of approaches able to measure the well-being
of a smartphone user [1, 2, 3]. There are many other applica-
tions, for example, to help users organize the information they
read and even analyze opinions extracted from the content they
receive [4]. However, little is known about the deployability
of these methods in the mobile environment.

Implement sentiment analysis technology on mobile devices
is key for many applications. First, sentence-level sentiment
analysis methods represent the basis for many other methods to
measure user mood and feelings. Second, it allows applications
to measure sentiment of user’s instant messages.

This paper focuses on measuring the performance of ex-
isting popular sentence-level methods to investigate the fea-
sibility of deploying them as part of mobile applications. To
do that, we implement 17 sentence-level sentiment analysis
methods: AFINN, Emoticons, Emolex, Happiness Index, NRC
Hashtag Sentiment Lexicon, OpinionLexicon, OpinionFinder
(MPQA), Panas-t, USent, SASA, Sentiment140 Lexicon, Sen-
tiStrength, SentiWordNet, Stanford Recursive Deep Model,
Umigon, SenticNet, and Vader. All these methods are imple-
mented in the iFeel System [5] and are described in [6]. Then,
we evaluate them running each method with an input of 10,
100, 1,000, and 10,000 tweets in English according to the key
performance metrics, such as memory usage, battery consump-
tion and run time. To measure these metrics we developed

an application that customized the OSMonitor Application, a
popular performance monitor available on Google Play.

Our main findings show that it might be hard to use NR-
CHashtag, OpinionLexicon, USent, Sasa, Stanford on current
mobile devices. Another observation is that the lexical methods
obtained good results in terms of memory, CPU usage, and
battery usage.

II. RESULTS

A. Experimental Setup

To measure the performance metrics, we adapted the An-
droid resources Monitor, OSMonitor [7]. All the resources
used by the OSMonitor during the experiment are not ac-
counted in our results.

Each experiment consists of running each method with an
input of 10, 100, 1,000, and 10,000 tweets in English, extracted
from a known dataset [8]. For each method, we ran 31 ex-
periments to report average values with respective confidence
intervals of 95% confidence level. Our evaluation consist on
evaluating sentiment analysis in two specific moments, during
load and during execution. We have used 5 LG G3 smartphone
devices to run our experiments.

B. Performance Evaluation

We present the performance evaluation in 3 scenarios: (i)
battery evaluation; (ii) memory evaluation; and (iii) CPU
evaluation.

During the experimentation process, the methods Senti-
ment140 Lexicon and SentiWordNet were not able to run on
Android. They had an issue on the load dictionary step. It may
be overcome by using an Android SQLite implementation for
their dictionaries. The methods OpinionFinder and Stanford
Recursive Deep Model, for 10k dataset only, they were exe-
cuted until the battery runs out.

In scenario (i), battery evaluation, the best method for
mobile devices would be which consumes less battery. In this
analysis, the methods USent and Stanford did not get a good
performance. USent spent almost 6% of battery while Stanford
spent almost 11.5% for the instances 10k and 1k, respectively.

The next scenario (ii), memory evaluation, some of the
sentiment analysis methods required a huge amount of mem-
ory RAM. The methods NRCHashtag, USent, and Stanford
use almost 100 MB of memory RAM while OpinionFinder
uses almost 220 MB during the load process. Further, for the
execution process, see Figure 1 (a), the methods NRCHashtag
(207 MB), OpinionFinder (276 MB), USent (245 MB), Sasa
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(a) Memory Consumption on Execution
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(b) CPU Usage on Execution

Fig. 1: Run Time Performance of the CPU Usage and consumption of the Memory during the execution of 17 sentiment
Analysis Methods. Results are average values of 31 executions with confidence intervals of 95% confidence level.

(384 MB), and Stanford (193 MB) also use a lot of memory
RAM.

The last scenario, CPU evaluation is correlated to the first
scenario (Battery consumption) because the battery life de-
creases due to a long CPU usage. The method OpinionFinder
needs almost 64 seconds to load the method. Also, USent
needs almost 10 seconds. The Figure 1 (b) shows the time,
also in seconds, necessary to execute the sentiment analysis
methods for all the instances. During the execution, we can
note that Stanford consumes almost 1,255 seconds to run the
1k instance. The USent run a 10k in around 713 seconds.

Our results show that some evaluated methods consume
many mobile resources as battery, memory, and also CPU
usage. Therefore, methods such as NRCHashtag, Opinion-
Finder, USent, Sasa, Stanford are not recommended for mobile
devices. These methods use machine learning techniques, only
exception for NRCHashtag that is a lexical method. In general,
the machine learning methods got the worst results. The lexical
methods had a good performance once they are based on
dictionaries to compute the sentiment polarity scores. The
methods Sentiment140 Lexicon and SentiWordNet were not
able to run on Android.

III. CONCLUDING DISCUSSION

This work presents the first of a kind analysis about senti-
ment analysis in mobile devices, providing a better understand
of the performance of 17 existent and popular sentence-level
sentiment analysis methods.

Considering all methods in this study that were able to
finish the experiment, we show that it might be hard to
use NRCHashtag, OpinionLexicon, USent, Sasa, Stanford on
current mobile devices. Another observation is that the lexical
methods obtained good results in terms of memory, CPU, and
battery usage.

As a final contribution, we release the Android API that
implements all the 17 sentiment analysis. The API is available
at http://www.ifeel.dcc.ufmg.br/.
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F. Benevenuto, “Sentibench - a benchmark comparison of state-
of-the-practice sentiment analysis methods,” EPJ Data Science,
2016.

[7] “Osmonitor for android,” www.osmonitor.mobi, accessed
September 19, 2015.

[8] M. Cha, H. Haddadi, F. Benevenuto, and K. P. Gummadi, “Mea-
suring user influence in twitter: The million follower fallacy,”
in International AAAI Conference on Weblogs and Social Media
(ICWSM), 2010.


